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Abstract
As artificial intelligence (AI) continues to expand in both its reach
and capability, its environmental impact, particularly energy and
water usage, is becoming an urgent concern. This literature review
synthesizes research from 31 written sources published between
2006 and 2025 to examine AI’s environmental impact. It focuses
on energy consumption, water usage, and the role of data centers.
We use qualitative coding to categorize our findings into four main
areas: energy, water, data centers, and solutions. Our results show
a large increase in publications after 2020, as well as the largest
category being energy. The literature highlights AI’s significant
and growing environmental impact, while identifying strategies to
mitigate it. Some of these strategies include algorithmic improve-
ments, alternative data center cooling systems, and strategic data
center placement. Additionally, we discuss the limitations of cur-
rent research and suggest areas of further research. We conclude
by highlighting the need for both the development of stronger
ethical frameworks and policy intervention, which can guide the
development of sustainable AI.

CCS Concepts
• Social and professional topics→ Sustainability.

Keywords
Artificial Intelligence, Data Centers, Energy, Literature Review,
Sustainability, Water

1 Introduction
Artificial intelligence (AI) poses very exciting possibilities, but not
without significant environmental costs. Behind every use of AI lies
an energy and water intensive infrastructure that is rapidly expand-
ing. As AI models become increasingly complex and widespread,
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the computational resources required to develop and operate them
grow exponentially alongside their environmental impact. These
environmental costs, however, are often obscured from public view.
From the extraction of raw materials needed to manufacture AI
hardware, to the electricity and water used to train and deploy large
models, the hidden infrastructure of AI is resource-intensive and
unsustainable in its current form. For example, according to the
OECD AI Policy Observatory, by 2027 global AI operations may
require 4.2–6.6 billion cubic meters of water withdrawal, which is
freshwater taken from ground or surface water sources and con-
veyed to a place of use [31]. This would equate to more than half
of the United Kingdom’s total annual water withdrawal [31]. This
daunting demand in just a few years from now highlights the ur-
gency of needing more effective and transparent development of
AI systems as more and more users will be using generative AI in
the near future.

As concerns over sustainability rise, it is critical to understand
both the scale and nature of AI’s environmental impact. This litera-
ture review analyzes 31 scholarly articles published between 2006
and 2025 to uncover how the academic community is responding to
these emerging challenges. We examine trends in publication over
time, disciplinary focuses, and thematic overlap between topics
such as energy, water use, data centers, and proposed solutions.
Our goal is to analyze the following objectives to provide valuable
insights:

(1) To investigate the current state of AI research – focusing
on AI’s unsustainable development, directly implemented
solutions, algorithmic and training modifications, locations
of data centers, and cooling of data centers.

(2) To examine areas of further discussion – centering on new
ethical frameworks and the necessity of further reporting
and transparency from technology corporations.
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The paper’s organization will be as follows: Section 2, Back-
ground and Related Work, outlines the Union of Concerned Scien-
tists’ mission and relevant historical context of the rapid expansion
of artificial intelligence, giving a more in depth look at the problem
beyond the introduction. Section 3, Methods, describes how we
found our sources to review and how we determined a reasonable
time frame of sources to review. Section 4, Analysis, presents how
we analyzed papers from our research database by describing our
use of qualitative coding to create categories. Section 5, results,
focuses on trends in the papers we analyzed by quantifying which
themes appeared throughout and focuses on discoveries we found
important. Section 6, discussion, examines the implications of our
literature review results, present limitations of our literature review,
and discuss future pathways of research in this field.

2 Background and Related Work
2.0.1 Background on Clinic Sponsor. The Union of Concerned Sci-
entists (UCS) is a national nonprofit organization founded in 1969
by scientists and students at the Massachusetts Institute of Technol-
ogy, using science to achieve a better world. Their mission consists
of putting rigorous, independent science into action, developing
solutions and advocating for a healthy, safe, and just future. UCS
focuses on a variety of issues, including the following:

• Combating climate change and seek to alleviate harm caused
by the heat, sea level rise, and other consequences of run-
away emissions

• They strive to develop sustainable ways to feed, power, and
transport ourselves

• They work to reduce the existential threat of nuclear war
• They fight back when powerful corporations or special

interests mislead the public on science
• They ensure their solutions advance racial and economic

equity
While UCS tackles a wide range of pressing global challenges,

the rapid expansion of artificial intelligence (AI) presents new en-
vironmental concerns regarding energy and water usage that are
relevant to UCS’s goals of advancing sustainability and combat-
ing climate change. As AI technologies scale, so do their demands
on energy and water resources, highlighting the need to assess
the sustainability of these models in terms of their water and en-
ergy consumption. Addressing these concerns aligns with UCS’s
commitment to promoting a healthy, safe, and just future.

2.0.2 Historical Account of Artificial Intelligence. To fully encom-
pass how artificial intelligence currently impacts theworld, wemust
understand how artificial intelligence came to be. In the 1950s, Alan
Turing released a landmark research paper, “Computer Machinery
and Intelligence”, that laid the foundation for discussion about com-
puter intelligence and its measurability, now known as “The Turing
Test” [36]. In the 1960s, researchers and professors worked together
to discuss the ethical and technical expectations for computer intel-
ligence. By the 1980s, artificial intelligence prompted breakthroughs
in computer vision systems and robotics. By the 2000s, artificial
intelligence became commonplace in homes globally and interna-
tionally through the release of Amazon Alexa, and NASA’s Rover
exploration that used artificial intelligence to navigate the rocky
terrain of Mars [26]. In recent years, OpenAI’s initial release of

ChatGPT 3.0 sparked excitement within the artificial intelligence
space, which later boomed into a global sensation in 2022 with
their public ChatGPT 3.5 model. The initial model of ChatGPT 3.5
gathered over one million subscriptions in the first five days of its
release, showing public interest in engaging with artificial intelli-
gence [28]. ChatGPT focuses on generative artificial intelligence
(Gen AI), which can create new combinations and transformations
of text, images, video, and other content based on patterns learned
from existing human-created works. Generative artificial intelli-
gence is a subsection within the study of artificial intelligence, and
many forms beyond Gen AI are actively in research.

2.0.3 Current State of Artificial Intelligence’s Sustainability Impact.
The growth of AI offers vast potential for innovation, yet reveals
critical environmental vulnerabilities. The substantial energy and
water consumption required for AI infrastructure, specifically data
centers, raises significant concerns about AI’s sustainability, such
as increased greenhouse gas emissions, water scarcity, and strain
on local energy grids. Data centers are integral to the functioning
of our digital infrastructure, yet they demand substantial quanti-
ties of both water and energy for their operation. These facilities
rely heavily on electricity to power their servers and technology
(and in doing so generate significant amounts of heat), while so-
phisticated cooling systems, which are essential for maintaining
operational temperatures, frequently consume large volumes of wa-
ter. Inadequate attention to these impacts can lead to unsustainable
practices, where the environmental costs such as energy and water
usage outweigh the benefits of AI advancements. When society
lacks comprehensive policies and regulations that address the envi-
ronmental implications of AI, the insufficiently regulated growth
of data centers and resource-intensive processes can exacerbate
global warming and ecological degradation. Our literature review
focuses on exploring the following two threats that are of immedi-
ate concern: The increasing energy demand associated with AI data
centers, which contributes to growing carbon emissions. The strain
on water resources necessary for cooling the vast infrastructure
that powers AI systems.

The energy and water demand are categorized as scope 1, 2, and
3 emissions. The Greenhouse Gas protocol refers to the categoriza-
tion of companies emissions [4]. Scope 1 refers to direct emissions
from company-controlled sources, such as on-site electricity gener-
ators and heating/cooling systems; scope 2 describes the indirect
emissions from purchased energy, including energy used from the
power plants that data centers rely on; scope 3 includes other in-
direct emissions in the AI lifecycle. For example: electricity used
to manufacture semiconductors or chips, as well as energy used to
extract raw materials for manufacturing. These scopes help catego-
rize the emissions footprint of AI systems, but they only begin to
capture the scale of their environmental burden.

3 Methods
To gather research for this literature review, we used a plethora
of resources to help us understand the water and energy usage as-
sociated with artificial intelligence. Our primary method involved
searching peer-reviewed academic databases, including but not lim-
ited to Google Scholar, JSTOR, and the Claremont Colleges Library
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for relevant articles. Additionally, we were recommended other aca-
demic articles from our advisor, Dr. Lynn Kirabo, and our liaison, Dr.
Pablo Ortiz-Partida, who are both climate science experts. They rec-
ommended research that they believed would be most informative
in guiding us towards our goal of understanding water and energy
usage of AI. Their insights as experts in the field helped us identify
other key studies and emerging research. Our search strategy was
built around keyword combinations including: AI, Artificial Intelli-
gence, Water Usage, Energy Consumption, Environmental Impact,
Data Centers, and Sustainability. These keywords were changed
based on the specific focus of each database or platform. To ensure
the validity and relevance of our sources, we prioritized documents
and data published within the last ten years. Given the fast-paced
advancements in AI models and the associated increase in com-
putational demand, it was critical to source the most up-to-date
research. Older sources were only included if they provided context
necessary for understanding the progression of AI’s environmental
footprint. This approach ensured that our literature review drew
from a credible and up-to-date evidence base.

4 Analysis
In order to analyze our collected resources, we had at least two
people read each article, to get multiple perspectives on one article.
This gave us a solid base of notes to work with, and a working
knowledge of the subject. After our initial research, we also be-
gan summarizing each article we read in 1-2 main points every
week, to get an overview of them. Using these notes, we created
four categories based on the reoccurring subjects: Energy, Water,
Data Centers, and Solutions. “Energy” covered any notes related
specifically to the effect AI development would have on energy
usage, or any specific numbers on AI’s energy usage. Similarly,
“Water” covered anything related to the water usage of AI, and
what effect AI development might have on AI’s water usage. “Data
Centers” covered anything related to the functioning or growth
of data centers not already covered under the first two categories,
and “Solutions” covered any proposed changes or suggestions that
might reduce AI’s energy or water usage.

Using these categories, we labeled each paper: if a paper dis-
cussed one of the categories, it received that label. Two people
looked at every article, in order to account for differences in per-
spective when labeling. We then compared the results from each
person, discussed the differences, and came to a conclusion on the
final labeling. Using this data, we counted the number of papers
discussing each subject, and where the most and least overlap be-
tween categories was. This gave us a numerical way of comparing
categories, to see which areas the current research focused on, and
which areas got less attention.

Lastly, we developed insights from the articles. To do this, we
summarized each article in one concise main point. We then used
affinity diagramming to organize the main points of each article
in order to understand general themes within the research. This
organization allowed us to cluster the articles into groups centered
around specific ideas, and highlighted patterns within the current
discussion on AI. The themes that emerged from this analysis form
our results.

Journal Subject Papers
Computer Science 8
STS 7
Energy 4
Environmental Science 3
General Science 2
Water Industry 2
Other 4

Table 1: Most papers came from journals focused on some
element of technology, with environmental science and en-
ergy concerns coming second.

5 Results
5.1 Overall Statistics
In our review, we examined 31 articles.

Publication Date. We analyzed the number of publications sur-
rounding the environmental impact of AI over the period of 2006-
2025. We observed that there was a significant increase in research
on AI’s environmental impact starting 2020. We attribute this rise
in the number of articles to the recent boom of generative AI and
potentially our recency bias in the process of gathering relevant
publications.

Journal Subject Matter. Among the journals publishing this re-
search, the most common focus was computer science, followed
by science, technology, and society (STS). The next most common
disciplines were energy and environmental science. Two journals
fell into the category of general science, and two focused on the
water industry.

Labels and Overlap. In our four categories, we found 12 pertain-
ing to water, 19 pertaining to energy, 13 pertaining to data centers,
15 pertaining to solutions, and 4 that pertained to something outside
of our four labels. We found that the most common topic brought
up in our articles was energy, followed by solutions. Similarly, en-
ergy had the most overlap, with 10 articles that discussed both data
centers and energy, and 10 articles that discussed both energy and
solutions. Of the 27 articles not classified as "other", all but one
discussed one of either energy or water, and no article discussed
only data centers alone.

5.2 Qualitative
5.2.1 Current State of AI Research.

AI’s Unsustainable Development. AI’s rapid growth may present
further challenges to sustainable development. In its current state,
AI development consumes too many resources at too high a rate to
be sustainable [11]. Therefore, in any discussion of AI’s potential to
improve sustainability, we must also discuss the sustainability of AI
itself [37]. In order to build the devices and chips that run AI, criti-
cal and limited minerals must be extracted from the earth in large
quantities, straining existing resources [8]. Furthermore, as AI de-
velops, it requires additional compute, which in turn requires more
energy. Areas where data centers and other computing facilities
were increasing also saw the fastest increase in energy demand [2].
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Figure 1: Most papers discussed energy, while about half
discussed solutions.

Figure 2: Energy had the most overlap with other topics.

Using renewable energy sources could mitigate the environmental
impact of that demand, but this comes with its own challenges:
the rising demand for energy, combined with the inherent traits
of renewable energy (for example, the intermittent nature of wind
and solar energy generation), make it harder to meet sustainabil-
ity goals [14]. AI also consumes significant amounts of water: for
example, ChatGPT 3.0 requires about 500mL of water per medium
length response [12, 23]. While most of the research acknowledges
that there exist some potential solutions to this consumption, imple-
menting any of these may be challenging because of the additional
investment and time required [12]. How much AI increases en-
ergy consumption will depend on what choices consumers and AI
developers make [9], but environmentally friendly options may
not be feasible in some areas or for some companies, or may face
resistance due to the money and effort required [12]. Furthermore,
because development is a global process, the consequences of AI
development must be addressed globally [11].

AI’s Potential Environmental Good. However, AI does not need to
be environmentally costly, and some argue for the environmental
good that AI could do. Due to improvements in machine learning
and energy efficiency, the carbon footprint of machine learning may
decrease over time, and current predictions of machine learning’s

potential carbon footprint may be overestimations because they
do not account for these improvements [29]. Other areas where
AI could help improve sustainability include water allocation and
efficiency [10] and energy efficiency in buildings [40]. AI can also
be used to enable new research in energy [18]. This potential to
improve sustainability exists alongside AI’s current unsustainability.
AI can be used in sustainable development, but this requires further
resources and better AI models [20]. For example, implementing
certain best practices in AI model development makes it more likely
that AI’s carbon footprint will go down over time, instead of being
outpaced by AI’s growth [29].

5.2.2 Directly Implemented Solutions. AI’s energy and water con-
sumption is directly tied to the energy and water consumption of
the data centers that run their computations. Therefore, by reducing
the energy and water consumption of data centers, we can reduce
the environmental impact of AI. Suggestions for how to achieve this
fell into three main categories: changing the algorithms so the calls
require fewer resources, changing the data center locations and
operating times so they consume fewer resources, and changing
the cooling systems of data centers to consume fewer resources.

Algorithmic and Training Modifications. By altering when and
how we train AI models, we can reduce their energy consumption.
Training models during times when the demands of data centers
generate the least amount of carbon can reduce the carbon emis-
sions of AI [16]. We can also adjust howmuch traffic goes to specific
data centers and the order in which bandwidth is allocated to data
center jobs to save power, reducing the environmental impact [38].
If researchers take into account the energy consumption of their
models while training and building them, this will also allow for
better, more energy-efficient models [34].

Location of Data Centers. The location of data centers also plays
a heavy part in their environmental impact, so their environmen-
tal cost can be mitigated by choosing data center locations with
this in mind. Data centers’ water consumption can be reduced
by accounting for where and when water is used: for example, a
data center running in a cooler location or at night will need less
water for cooling [30]. Moving data centers to areas that are less
water-stressed can also reduce the impact of those center on their
surrounding environment [32]. Data centers’ carbon emissions are
also influenced by their location. Moving data centers to electricity
grids that draw from renewable power means that the data center
is more likely to be environmentally friendly. Still, simply putting
data centers in grids that use more renewable energy does not
guarantee lower carbon emissions, and data centers must account
for the operational limits of their power system in order to reduce
emissions [1]. Furthermore, location and time do not necessarily
guarantee better outcomes on all fronts: for example, a data center
running at night may be able to use less water, but will not be able
to make use of solar power as effectively [23]. Therefore, changing
data centers’ location in order to reduce their emission requires
taking into account a number of different factors.

Cooling. Another way of reducing data centers’ resource con-
sumption is to improve their cooling systems, as cooling data cen-
ters also requires a significant amount of water and energy. Improv-
ing a data center’s cooling system reduces its energy consumption
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[19], and using different cooling methods can save both energy
and water [33]. There are a few ways to improve on a data cen-
ter’s cooling system: for example, by using liquid cooling, which
improves on air cooling due to liquid’s larger heat capacity [25].
Another method of improving involves air-side free cooling, and
using the outside environmental conditions to reduce the energy
and water needed [33]. These solutions also become more effective
given the right weather and temperature conditions [33], which
ties back into the importance of a data center’s location.

5.2.3 Areas of Further Discussion.

New Ethical Frameworks. Many of the ethical frameworks emerg-
ing in response to AI’s environmental impact focus on the impact
AI has on communities, and highlight underrepresented ways of dis-
cussing the topic. Currently, discussion of AI ethics centers around
the inevitability of AI, and what AI will become: for example, people
focus on the possibility of developing sentient AI, and the ethical
concerns involved in that. However, focusing so much of the en-
ergy around AI ethics on this kind of discussion takes attention
away from other forms of climate discussion, and the ethical conse-
quences of AI’s current environmental harm [41]. One proposed
method is to look at the "GoodWay" of building things, a Lakota con-
cept that lays out all the areas affected by the building of something
new [22]. This concept could serve as a framework for building
ethical AI, including taking into account environmental concerns.
Indigenous understandings of consciousness are often underval-
ued [24], so these understandings could also provide another way
of looking at AI. Furthermore, because the impact of AI are so
widespread, AI ethics requires a focus on bigger-picture systemic
analysis [6]. For similar reasons, AI’s environmental harms also
require a new ethical framework that focus on communities, and
the impact AI’s growth has on them [21].

Necessity of Further Reporting. Lack of transparency is a crucial
concern in this field. In our research, we found multiple papers
calling attention to technology corporations not publishing full
information on their AI models. Neither scope-1 nor scope-2 water
usage is included in AI’s model cards, which hinders the efforts
of creating accurate optimization strategies for water efficiency.
[23] Further research is needed to quantify the impacts of AI over
its entire lifecycle with greater accuracy, and critically, the lack
of available and detailed information for that research prevents
the creation of effective policy to address the environmental cost
of AI [11]. Similarly, researchers can build more energy-efficient
models, but in order to do so they need more information about the
current energy consumption of AI [34, 35]. Implementing any of the
more hardware-focused solutions, like implementing better cooling,
would also require better metrics and analysis [17]. In order for
data centers to improve statistics, like water efficiency, they must
report it [27]. Furthermore, additional information would also allow
consumers to better assess and compare models for computational
efficiency, providing an economic avenue with which to push AI
towards sustainability [34]. Currently, what we can observe of AI’s
environmental impact is incomplete, and requires us to look at data
outside of what companies report, such as the satellite data around
data center locations [7].

6 Discussion
Research on the water and energy cost of AI has grown alongside
its rapid development over the past few years. In this section, we
discuss the implications of our literature review, present limitations
of our results, and discuss future pathways of research in this field.

Balancing Technological Innovation with Environmental Sustain-
ability. With the unsustainable growth of AI, it is questionable
whether the supposed benefits of AI outweigh its damage to the
environment. AI is claimed to have many benefits, including being
used as an efficient mechanism to improve sustainability in various
industries. However, while some sources are optimistic that carbon
emissions from model training will eventually decrease [29], other
sources argue that, given the significant environmental cost of AI,
societies should choose carefully whether certain AI models need
to be developed or used at all [37]. Despite the potential good that
AI can do to the environment through optimizing various sustain-
ability measures [20], such benefits are justified only when the AI
itself is sustainable.

More Focus Needed on Sustainability in AI Research and Devel-
opment. As we conducted our literature review, we realized that
research on the sustainability of AI has yet to catch up with the
growth of AI itself. Most AI researchers and companies do not re-
port their specific energy and water consumption, forcing research
on the energy and water implications of AI to draw from indirect
data and resort to careful estimations [23, 32]. Even then, not all
stages of AI’s energy and water consumption can be calculated.
Most of the research that attempts to quantify the energy and water
consumption of AI focus on such consumption within data centers.
The energy and water used in other steps of AI development, e.g.
resource extraction, manufacturing, and disposal of AI hardware,
is largely unaccounted for when calculating the energy and water
cost of AI models [11, 23]. To further this area of research, it is
important for AI researchers and companies to share more infor-
mation on their AI models pertaining to their environmental cost,
including the specific energy and water usage at each step of AI
development. A few sources have pointed out that AI research and
development tends to prioritize accuracy of AI models over their
environmental cost [7, 35]. In the AI industry, the drive for profit
largely outweighs the considerations for the environmental impact.
While attempts to improve efficiency of AI and data centers exist,
they are not enough to solve the problem [5]. With the growing
demand of AI, companies might use the savings to further increase
production of AI according to the Jevons Paradox, and drive up the
total energy and water use of AI [13, 39].

Environmental Regulations Needed to Hold AI Companies Account-
able. It is imperative to hold AI companies accountable for the envi-
ronmental consequences of their development of AI. To achieve this
goal, new regulatory frameworks need to be established. Currently,
there are limited regulations around the environmental impact of
AI, and those that exist are not strictly enforced [11]. To protect
the environment from harm caused by AI’s extractive use of water
and energy, it is critical to understand the experiences and needs of
communities directly impacted by the growth of AI [21]. Therefore,
we first suggest that new policies should evaluate AI’s energy and
water impact on local communities, particularly the electricity grid
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and local water supply. Second, policies should enforce reporting
of the energy and water consumption of AI models made by AI
companies, including specific energy and water cost in each step
of AI development. Third, we suggest placing limits on the energy
and water usage of data centers to a level that is evaluated to be
sustainable.

6.1 Limitations and Future Work
In our literature review, we focused on the energy and water con-
sumption of AI. Nevertheless, the development of AI affects the
environment through other pathways unaccounted for in this re-
port, including but not limited to the ecological damage caused
by mining materials for AI hardware [40] and degradation of air
quality associated with data center operations [15]. Due to the focus
on energy and water, there are also publications about AI’s environ-
mental impact in general that we did not include in our literature
analysis but still helped form our opinions about sustainable AI
[3, 5, 13, 39]. The majority of the resources we analyzed focused on
energy and water used during the training and inference stages of
AI development. Research on the energy and water cost of AI in
other stages remains lacking. Another pathway for future research
is to analyze how the different types of environmental impact are
distributed across different countries and regions. Finally, while
broad overviews of the environmental damage across the globe
exist, more detailed cost-benefit analyses would be greatly helpful
[11].
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